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Abstract— Recognizing human face from image set has
recently seen its prosperity because of its effectiveness in
dealing with variations in illumination, expressions, or poses.
In this paper, inspired by the prototype notion originating from
cognition field, we obtain discriminative feature representation
for face recognition by implementing prototype formation on
image set. The contribution of this paper is twofold: first, we
propose to use prototype image sets as a common reference
to sufficiently represent any image set with the same type;
in addition, we propose a novel framework to extract image
set’s features through hyperplane supervised by max-margin
criterion between any image set and prototype image set.
The final features are summarized through pooling technique
along the prototype image sets. We experimentally prove the
effectiveness of the method through extensive experiments on
several databases, and show that it is superior to the state-
of-the-art methods in terms of both time complexity and
recognition accuracy.

I. INTRODUCTION

Face recognition has been a widely studied research
topic in computer vision field for over two decades [28].
A working face recognition system should be capable of
effectively dealing with the variations of illumination, pose,
occlusion, expression and so forth. Conventional face recog-
nition is usually performed on the basis of single query
images, which are limited in covering rich variations of face
appearance under complex environment. Recently, image set
based classification has been introduced to computer vision
applications especially for face recognition [8], [4], [16],
[1], [23], [11], [12], [15]. Face recognition from image sets
utilizes one or more image sets, where every single query is
collectively represented by a set of diverse images.

Compared with the single image based recognition system,
image set classification can extract more discriminative and
comprehensive information by exploring the temporal rela-
tionship between the images from consecutive video frames
[8]. However, using image set for classification also brings
some challenges because it may manifest the changes of
view-point, illumination and deformation. And, the model
has to be carefully designed to exploit the semantic rela-
tionship between individual images. For example, in [8],
[9], a sparse approximated nearest neighbor is proposed to
measure distance between image sets. In this model, an
image within a set is sparsely related with other samples. In
[12], relationships between set members are explored with
linear discriminant analysis. Canonical correlation is used to
measure distance between different image sets.

To avoid explicitly exploring semantic relationship be-
tween set members as presented in [12], [8], [9], in this paper,
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Fig. 1. Intuition explanation of our prototype inspired representation.
Each face image set make comparisons with the pool of prototypes. Each
prototype is composed of a set of face image. The differences are recorded
and summarized for the following classification.

we propose a novel representation for image set based face
recognition. The idea is inspired by the Prototype Formation
originally proposed in psychology and cognition field [17],
[18]. Research in cognition reveals that human being catego-
rize the objects based on hierarchical prototypes. Every class
of observable objects and abstractive concepts have their
prototypes. These prototypes help people to recognize and
differentiate the world, and therefore prototype formation is
a critical skill for category learning. Especially for human
face recognition, related psychological experiments have
verified that there exist prototypes for face recognition, which
are gradually changed with the evolution of the external
environment. Fig. 1 gives an intuitive explanation about the
proposed prototype based image set representation.

In the proposed framework, image set classification works
with the instantiation of the concept of prototype. According
to the prototype theory, a generic face image prototype pool
is required because it is a common point of reference to
quantitively measure the differences between image sets.
Abiding by this baseline, one should be able to differentiate
subtle disparity between any pair of face image sets.

Motivated by such considerations, we embed the prototype
formation into image set based face recognition. In Fig. 2,
the framework of the proposed approach is illustrated. In
this framework, multiple generic face image sets are firstly
built to act as the prototypes. Both probe (query) and gallery
image sets are aligned against the prototypes to measure the
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Fig. 2. Framework of the proposed prototype inspired image set classification for face recognition. Ω represents the sample space including both gallery
and probe image sets and f is the classifier learning function. See section III for details.

differences with the prototype set, and these differences are
utilized later to formulate features for both probe and gallery
image sets. In our method, the differences are described
by the hyperplanes between the prototypes and image set,
because the hyperplane reside in the same high dimensional
space with the original image and contain rich discriminative
information. It can be obtained by maximizing the margin
between both kind of sets. Through a pooling operation, a
collection of such hyperplanes gives rise to an informative
representation of this set of face images.

In sum, the contributions of this work are as follows. First
we propose a prototype based approach to face image set
recognition. It’s novel to motivate this kind of application
under the framework of prototype learning. Secondly, to
implement this idea, we design a feature learning strategy
by exploring the discriminative information contained in the
hyperplanes between prototypes and different face sets. No
matter what the semantic or temporal relationships between
samples are, the information has already been automatically
incorporated in the representation. At the same time, weight
within the hyperplane space indicates the capability of d-
ifferentiation. Finally, the experiments conducted in Hon-
da/UCSD and Hong Kong PolyU NIR data sets demonstrate
the superior performance of our proposed approach.

II. RELATED WORK

The concept of prototype has been defined in Eleanor
Rosch’s study “Natural Categories” [17]. It was first defined
as a stimulus associated with a category and then redefined
as the most central member of a category. It directly resulted
in set-theoretic approaches of “extensional or intensional se-
mantics”. Prototype theory has been applied in linguistics, as
part of the mapping from phonological structure to semantics
[5], [10]. Intuitively, prototype more likely abstracts out the
central tendency from the experienced examples, and then
use it as a basis for categorization decisions.

Prototype effect in face recognition has been demonstrated
in cognition research [18], [21], [3]. Psychological experi-
ments reveal that prototype plays critical roles in recognizing
human face because people are prone to recognizing the face
corresponding to the central value of a series of observed

faces. It means that prototype could provide a measure and
baseline to recognize unseen face. It’s worth mentioning that
a computational approach is proposed for face recognition by
measuring prototype similarities [13], where each face image
is described as a vector of kernel similarities to a collection of
prototype face images. Inspired by the same prototype theory
but with a completely different computational methodology
with [13], we represent a set of face images by measuring the
hyperplane between face images set and prototype sets. In
addition, it should be notified that some similar concepts, i.e.,
associate set [25], has been proposed to approach the impact
factors such as pose and illumination, where probe and
gallery sets are approximately aligned by a comprehensive
intermediate face data set. However, their feature extraction
methods are still under the conventional framework.

When working with image set classification, the main
concern is how to extract set information and then effectively
represent it for classification. In [8], an image set is repre-
sented as an affine hull associated with the number of image
samples and their mean. Although not explicitly using a
prototype model, in this representation, the affine hull model
is used to implicitly construct a prototype to account for
unseen face images. Similar to [8], [9] , in [4], each image set
is characterized by a convex geometric region spanned by its
feature points, and set dissimilarity is measured by geometric
distances between convex models. In [12], image sets are
transformed by a discriminant function and then compared
by canonical correlations. In their work, representation and
similarity measure between sets are integrated into a frame-
work of discriminant-analysis of canonical correlations. It
should be noted that manifold and subspace learning give
rise to a typical class of approaches to represent and measure
image sets [6], [11], [1], [12], [23].

Different from the image set representation mentioned
above, in this work, we construct informative representation
of a face image set by searching hyperplanes to maximize
the margins between prototypes and image sets. In this way,
the newly designed features for image sets naturally benefit
the classification task because of the implicit discriminative
measurement inside.



III. METHDOLOGY

In this section, we introduce the proposed methodology.
The whole framework is illustrated in Fig. 2 where the
first part enclosed in the red rectangle shows the pipeline
of extracting discriminative information from input image
sets against prototypes. The second part enclosed by blue
rectangle is the formation of final representation of each
image set by pooling operation. Classification results can be
obtained by employing nearest neighbor, as illustrated in the
green rectangle enclosed part.

A. Max-Margin Feature Learning From Prototypes

Without loss of generality, in this paper, we represent a
face image as a vector x ∈ RD by concatenating the intensity
of all pixels column by column. Thus an image set with
n face images can be denoted as X = [x1,x2, · · · ,xn] ∈
RD×n. In the following, we mainly work with three types
of face image sets, namely, the prototype set Xp, the probe
set Xq and the gallery set Xg .

In this work, we aim at learning a discriminative feature
representation of an image set for face recognition. Inspired
by the prototype theory, we explore the representation of
image sets by viewing generic face image sets as the proto-
types, which are represented as XP = {Xp

1,X
p
2, · · · ,Xp

np},
where np is the number of prototypes, and the superscript p
indicates that this is the prototype set. It needs to be noted
that the size of each image set may be different. To achieve
informative and discriminative representation, each image set
in both probe sets XQ = {Xq

1,X
q
2, · · · ,Xq

nq} and gallery
sets XG = {Xg

1,X
g
2, · · · ,Xg

ng} are described by measuring
the differences with the prototype set XP , where nq and
ng are the sizes of probe sets and gallery sets respectively.
Suppose Iproto denotes the set of identities in prototype
image sets, and therefore Iprobe and Igallery, the probe and
gallery image sets. To learn the difference of people’s faces
more efficiently, the identities of people from prototypes are
totally different from the identities in both gallery and probe
image sets. Mathematically, we have Igallery ∩ Iproto = ∅ and
Iprobe ∩ Iproto = ∅, but Igallery ∩ Iprobe 6= ∅.

Intuitively, a unique hyperplane that best separates an
input set and a prototype set is applicable for discriminative
features of the input since all distinct parts of the input
set are now fully represented by the prototype set. This
process is clearly shown in Fig. 2, where we try to find the
hyperplane between each image set in XQ and XG, and all
of the prototypes in XP . In principle, any classifier, linear
or non-linear, could be used to form the classifier boundary.
Specifically, for a probe set Xq

α, and a prototype Xp
β , where

α ∈ Iprobe, β ∈ Iproto the linear classifier boundary is:

wq
(α,β)x+ b = 0, (1)

where x is a vector in the face vector space spanned by
Xq
α and Xp

β , and wq
(α,β) is the normal of the classifier

boundary, which can be visualized as a “normal face”(Fig. 3)
for a discriminative representation. Therefore, it could be
reasonably used for part of features of Xq

α.

Positive face Negative face
Visualized 

Normal face

Fig. 3. Normal face has two components: positive face and negative face.
Brighter color corresponds higher pixel value

Here, we consider the popular linear SVM that maximizes
the margin between each pair of image set, and its non-
linear version can be easily approached through kerneliza-
tion. Following the canonical SVM formulation, given probe
and prototype image sets the hyperplane between these two
can be derived through maximizing margin in-between by
optimizing the following objective function [19]:

min
wq

(α,β)
,ξ,b

1

2

∥∥∥wq
(α,β)

∥∥∥2
2
+ C

np+nq∑
i=1

ξi, (2)

where C controls the relative trade-offs between constraint
violation and margin maximization, and ξi is a slack variable.
The optimization is subject to the constrain:

yi

(
wq

(α,β) · xi + b
)
≥ 1− ξi, ξi ≥ 0,

i = 1, · · · , np + nq, (3)

where yi are the labels. Once upon the hyperplane, which
is represented by its normal vector wq

(α,β), is determined,
we can view it as a informative feature representation of the
input image set Xq

α against the prototype Xp
β .

Essentially, the normal vector illustrates how the corre-
sponding hyperplane balance the separation between two
sets and constrains violation by optimizing the angle of
hyperplane in D-dimensional space. For each dimension,
SVM supervises the processing of selecting a weight for
this particular dimension to separate the two classes with
minimum cost. Since our input face images are well aligned,
each pixel will roughly corresponding to certain area of face.
Therefore, all the pixels in the images are attached with cer-
tain sematic meaning. Different weights on different pixels
from wq

(α,β) illustrate the importance of those corresponding
pixels. The magnitude of weights imply the discriminant
ability of the pixels, the higher the magnitude, the better
the separation ability. When several local pixels from the
same region are given high magnitudes, we are notified that
this part is of great importance in differentiating two sets.
As it is shown in Fig.2, wg

(α′,1) and wq
(α,np)

showcase the
difference of (Xg

α′ ,X
p
1) and (Xq

α,X
p
np). We found that Xg

α′

is the image set from a people with deep eyes, and both Xp
1

and Xp
np from Asian without deep eyes. The normal face

indeed highlights these significant differences, which will be
emphasized more by pooling operation.

Without loss of generality, we use w to denote a general
normal face, for either probe set or gallery set. Apparently,
as a real value vector, the normal face w consists of positive
and negative values, both of which are of great importance
in describing the classifier boundary. To explicitly show the



impacts of both positive and negative values in an image, we
take the following operations on w:

w+ =

{
w if w > 0
0 if w ≤ 0

,w− =

{
−w if w < 0
0 if w ≥ 0

(4)

and name w+ and w− as positive and negative normal face,
respectively. In Fig.3, we visualize a normal face from the
gallery set. As it is shown in Fig.3, we find that positive
face w+ shows the difference of nose, eyes and lips, and the
negative face w− mainly illustrates the difference of fore-
head and boundary. To incorporate two parts of differences
together, we add positive and negative together, and form so
called visualized normal face ŵ = w++w−. Note that this
is actually different from the “normal face” w we use as
the feature of the image set since normal face contains both
positive and negative values.

B. Pooling Derived Image Set Representation

Given different prototypes, the comparison in the last
subsection will yield different results. For example, one
subject from the probe set has a pair of small eyes, a big nose
and a thick lip. Comparing his face with the second subject’s
face in the prototype set, who has a pair of big eyes, a big
nose and a thick lip, we find that the most discriminative
feature between these two people is the size of their eyes.
Once again, when we compare the first subject in the probe
set with the third one in the prototype set who has a pair
of small eyes, a small nose and a thick lip, however, the
conclusion is different with the previous: The size of the
noise becomes the most discriminative feature.

From [7], we know human have several familiar faces
in memory, in this paper called prototypes. When people
compare the first subject’s face with more different faces in
memory, more conclusions will be drawn, and their com-
bination, called pooling operation in this paper, will form a
unique descriptor for the first subject. It should be aware that
the features extracted by normal face could be sparse since
all the human faces share many common features but unique
ones are few. Therefore, instead of taking every feature
into account, SVM will eliminate these common features in
the comparison with prototypes. This property will reduce
the classifier’s confusion when we calculate the between-
distance/similarities of face images in the recognition step.

Being aware of these, the framework in this subsec-
tion aims at formulating a compact face image set rep-
resentation by summarizing diverse characteristics yield in
comparing with prototypes. For a given probe set Xq

α,
against all the prototypes, we achieve a set of hyperplanes
{wq

(α,1), · · · ,w
q
(α,np)

}, where np is the size of the prototype
sets. To further refine the extracted over-complete features,
we conduct pooling operation on the obtained hyperplanes:

wq
α =

1

np

(
np∑
i=1

(
wq

(α,i)

)η) 1
η

, (5)

where η is a factor indicating different pooling strategies.
For example, when η = 1 it corresponds to the average

pooling, and when η →∞ it corresponds to the max pooling.
Eq. 5 aggregates the activations of w(α,i) to obtain an D
dimensional vector wα as the final representation of probe
image set Xq

α. Essentially, Eq. 5 maps a set of real values
to a single real value and retain the most significant part.
In image classification, max and average are two common
pooling strategies [2] to learn the compact features and max
pooling works especially well with sparse image coding [22],
[24], [26]. In this work, we take advantage of the average
pooling due to its robustness against several variations, e.g.,
pose, illumination, expression. Detailed discussion can be
found in the experiment section.

C. Recognition

For a probe face image set Xq
α, the task of recogni-

tion is to acquire its identity. After we obtain the pro-
totype based representation for all the gallery image set-
s XG = {Xg

1,X
g
2, · · · ,Xg

ng}, gallery images are also
mapped to a discriminative feature space based on prototypes
{wg

1,w
g
2, · · · ,wg

ng}. As the green rectangle enclosed part
shown in Fig. 2, the recognition is straightforward. One can
use any similarity metric to measure the distances between
the probe sets and gallery sets, e.g., Euclidean distance and
any state-of-the-art multi-class classifier could be applied
here for direct classification, e.g., nearest-neighbor. Then
final classification objective function can be written as:

Iα = argmin
i
‖wq

α −wg
i ‖2 i ∈ Igallery. (6)

IV. EXPERIMENTAL EVALUATION

This section showcases comparisons of our algorithm with
SANPs [9], AHISD [4] and CHISD [4], three state-of-the-art
methods on image set based classification. We first divide
the whole data set into three non-overlap subsets, namely,
prototype image, gallery image, and probe image sets. To
make a fair comparison with other methods, we use the
same gallery (training) and probe (testing) images in all
methods, and prototype sets are not included in either probe
or gallery images. Therefore, they do not directly account for
comparison results. Then, the proposed algorithm is applied
on two different data sets to generate discriminative features
for both probe and gallery sets.

Note that in all experiments, faces are aligned based on
centers of two eyes, and histogram equalization is imposed
to each raw image x before it is vectorized and stored as a
column in data matrix X. The hyperplane is solved through
SVM implementation used in [24], and people may use
libSVM to further save the running time. The penalty term
C in Eq. 2 is set to 1. The frame lengths are equal for both
probe and gallery sets. In the following part, we conduct
experiments on two different data sets, i.e., Honda/UCSD
data set and Hong Kong PolyU NIR face data set.

A. Honda/UCSD Data Set

There are 59 video sequences of 20 different subjects in
Honda/UCSD data set [14]. Different poses and expressions
appear across different sequences of each subject. Each



TABLE I
IDENTIFICATION RATES ON HONDA/UCSD DATASET (IN %).

Method/ Length 20 60 100 Full length
accuracy time cost accuracy time cost accuracy time cost accuracy time cost

SANPs [9] 80 15.52s 91.43 29.75s 94.29 50.2s 100 210.27s
AHISD [4] 82.85 0.811s 85.71 4.2s 88.57 10.6s 85.71 42.73
CHISD [4] 82.85 16.67s 85.71 80.13s 91.43 140.11s 88.57 320.14s
Our method 91.43 14.51s 94.29 18.5s 94.29 19.16s 97.14 24.8s

image set corresponds to a video sequence. The faces in
the video are detected by the algorithm proposed in [20]
and then resized to gray-scale images of size 20 × 20. The
lengths of the sets vary from 12 to 645. In this experiment,
9 sequences from 5 people are selected as our prototype
image sets. Then 15 sequences from 15 people are randomly
chosen as gallery sets which are the training samples in the
compared algorithms and the rest 35 sequences of the same
15 people are set as probe sets which are the testing samples
in the compared algorithms. There is no identification overlap
between prototype sets and gallery or probe sets.

In real-world applications, usually the face detection al-
gorithms lose tracking of a face and only the first a few
images are available for classification. Therefore, we report
results using all frames as well as a limited number of frames.
More specifically, we showcase the experiments by setting an
upper bound of maximum length of frames from 20 to 100.
When a set contains fewer frames than the upper bound, all
the images are used for classification. Table I summarizes
the performance of both the compared algorithms and the
proposed algorithm in this paper. It is concluded that our
algorithm performs better in terms of accuracy in most of
cases, and significantly saves running time when we use the
full length of frames.

B. Hong Kong PolyU NIR Data Set

Hong Kong PolyU NIR data set [27] contains 335 subjects
and there are 100 images from each subject, and all the
samples were collected by a real time NIR face capture
device. The related version of Hong Kong PolyU NIR data
set we use in our paper contains 55 subjects, each of
which comprises six expressions, i.e., anger, disgust, fear,
happiness, sadness and surprise, and different poses. Similar
to two previous experiments, we keep 5 random subjects as
prototype sets, and treat the rest subjects as gallery and probe
sets. The size of each image is fixed at 32× 32.

Experimental results are shown in Table II, from which
we can see that the accuracy of our method performs best
in 3 cases and the time complexity is very close to AHISD,
but significant fast when frame length increases. Again, we
find that our method is not sensitive to the size of video
frame, in terms of accuracy and time complexity. Recall
that our method beats the rest in Honda/UCSD data set with
significant advantages when the video frame size is small.

C. Other Issues

1) Selection of Prototype: Intuitively, different selec-
tion of prototype image sets return different normal faces.

Fig.4(a) and Fig.4(b) show how the classifier performs with
different numbers of frames and prototypes. From Fig.4(a),
we notice that bigger image set size is appreciated by the
classifier when the size of prototype is fixed since it covers
more variations. Fig.4(b) illustrates that increasing the size
of prototype assists the recognition task. The prototype can
be recognized as pre-knowledge in our framework. Obvi-
ously, for a single probe, more comparisons with differ-
ent prototypes generate more normal faces, and therefore
high quality summarized normal face. When we compare
the result in both Fig.4(a) and Fig.4(b), we find another
interesting phenomena: compared with increasing the size
of prototype, increasing the size of the each image set in
prototype achieves better results. This might be understood in
this way: comparisons with fewer prototypes could construct
good enough summarized normal face containing certain
characteristics, while recognition in real-world applications
indeed needs more within-class variations.

2) Pooling Strategy: It is notified that in our two experi-
ments, probe set, gallery set, or prototype could be under
very different environments, and image set representation
through one prototype might be disturbed by impact fac-
tors, e.g., illumination. If max pooling is applied, not only
significant features will be preserved, but also large areas of
shadows or specularities. On the other hand, average pooling
will overcome this by considering features from all the
prototypes. Only feature that are unique to all the prototypes
can be retained after average pooling. To show the effect of
different pooling strategies, we also conduct an recognition
experiment by varying pooling factor η in Honda/UCSD
data set. Two different frame lengths are used, namely 20
and 50, and all the other configurations are the same with
previous experiments. Results are shown in Fig. 4(c) with η
increasing, the performances of both 20 and 50 frames group
descend, and after η = 8, the trend tends to be flatten. This
conforms to the analysis beforehand.

V. CONCLUSION

In this paper, we proposed a novel, intuitively straightfor-
ward and computational efficient framework for image set
based face recognition. First, we proposed to use compar-
isons with prototypes as discriminative features for image
sets. These comparison results, essentially the hyperplanes
gained by maximizing the margin between the image sets and
prototypes, bears informative as well as semantic meaning
for a single individual. Second, average pooling strategy
is adopted to summarize all the comparison results and
formulate what we call “summarized normal face”. Then



TABLE II
IDENTIFICATION RATES ON POLYU NIR DATASET (IN %).

Method/ Length 5 10 30 40
accuracy time cost accuracy time cost accuracy time cost accuracy time cost

SANPs [9] 82 4239s 92 15836s 94 42784s 100 47361s
AHISD [4] 88 7.92s 90 10.97s 94 17.73s 100 41.45s
CHISD [4] 86 12.63s 92 59.31s 98 197.93s 100 374.11s
Our method 90 10.71s 92 11.26s 96 14.11s 100 19.12s

(a) (b) (c)
Fig. 4. Recognition performances by changing different criterions: (a) comparison between different prototype size; (b) comparison between different
prototype frame length; (c) Identification rates in Honda/UCSD data set with different η

summarized normal faces are feeded to state-of-the-art multi-
class classifier for final decisions. Extensive experiments on
two face data sets prove the effectiveness of the proposed
method on both accuracy and time complexity.
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